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“Engineering” Problem

Distribution Shifts
Dataset Shift - varying distributions over time/site
Generalizability - scalability

Algorithmic Bias
Are algorithms reproducing or exacerbating existing
systematic issues in healthcare?

Reliability of Metrics 
How does AUROC translate to patient outcomes?
Are the metrics we use to evaluate models even the right
ones to consider?
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Dataset Shift

Nestor et al. 2018 ML4H

Other causes of Dataset Shift?



Generalizability

Zech et al. 2018 Plos Medicine



Algorithmic Bias



“Infrastructure” Problem

Siloed Data
No single source of all patient data exists
Digital walls between (and within) institutions preventing
linkage

EMR Issues
Not all institutions have the same EMR system, making
data linkage even more difficult
Feature names can be different across hospitals

Lack of computational resources to store and deploy models
Clinical interfaces

How do you convey algorithmic insights into the EMR
system?
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Siloed Data

Family Health Teams / Private Clinics / Hospitals

Many health systems still use paper records

Might have competing EMR systems

Varying healthcare system models
Hospital system vs insurance system
In Ontario, ICES contains billing code data at a provincial level
In the USA, private insurers might have these records



Compute Infrastructure
Storing vast quantities of data, training deep learning
models, hosting streaming inference is not trivial

How do rural sites keep up with the resources in
academic settings? 

Existing rural/urban divide in infrastructure in Canada -
can this be exacerbated?

Do models trained in Toronto even generalize to
Kingston or Port Hope?



“Regulatory” Problem
521 FDA-approved Medical AI devices, growing every month

In Canada, “Software as a Medical Device”, is the closest thing we
have

But it would treat EMRs and Automated Diagnostic Tools in the
same category. When they’re clearly not

Regulatory oversight needs to be ongoing

How do we ensure financial sustainability?
Doctors in Canada need to be able to bill for services, how
does this work for AI?
Needs to be a financial incentive to adopt tools



“Design” Problem

Lack of well-informed design methodologies
“Move fast and break things” does not work in healthcare
Clinicians hate using EMRs (ie: EPIC)
Alarm fatigue

Does a tool integrate into workflow efficiently?
Projects that are detached from clinical use

Common question in medicine when deciding on performing a
Test - does it change practice?
Does it provide information to change your prior?
Ex: Sepsis prediction horizon - 1 hr vs 24 hr vs 48 hr

Importance of language...
“Deployment” vs “Integration”
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Case Study: Sepsis Watch

Sepsis prediction tool at Duke
Integration of AI breaks social structures in units, and requires repair
work (in this case from the nurses)
They “mediated professional hierarchies and performed emotional labor
to strategically communicate patients’ risk scores to doctors”
This work is often hidden and undervalued
Can lead to excess strain/fatigue for a provider and for inter-provider
relationships

“Elish and Watkins chronicle the integration of Sepsis Watch through a
sociotechnical lens: one that acknowledges the human labor required to
harmonize a technical system with existing organizational and social
structures”









Participatory Design
Origins in Scandinavian movements seeking workplace
democratization - inherently political
Involvement of stakeholders and users and designers, together
designing and co-creating
Requires participation (rooted in power and agency)

Questions of who participates and who gets to participate
Difficult in settings of asymmetrical power

Power imbalances in healtchare 
Not new in healthcare:

Conflicts may tend to arise because the well-established scientific
rationality, culture, and biomedical approach in healthcare may
clash with epistemological cultural assumptions of PD



On Participation
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Introduction
•

•Data can be difficult to interpret due to artefacts

•Catheter accesses generate a unique characteristic artefact 

•Detection of such artefacts in real-time provides valuable
clinical insight

•Traditional analysis requires artefact removal. However, certain
artefacts are relevant and important

High-frequency physiological waveform data sampled at up to
500 Hz (i.e.: EKG, ABP, etc.)



Arterial Blood Pressure Waveform
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Objectives

Develop and deploy a machine-learning
tool capable of accurately detecting
catheter access events (sharkfins) in

real-time



Model Training Objective

Probability of Sharkfin
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Model Performance

Accuracy: 0.99
Precision: 0.97
Recall: 0.97
F1 score: 0.97
ROC AUC score: 0.99



Model Testing

Windowed Test set

1-minute windows of n=270
sharkfins

Goal: learn to detect the
characteristic shape of this
artefact

Real-world data is much noisier,
greater class-imbalance, etc.

Simulated Deployment

Several months of continuous
waveform from 1 device (n=548
sharkfins)

Goal: simulate prospective
deployment (“online” inference +
class imbalance + noise )

Provides us with a means to tune
hyperparameters (window length,
slide, smoothing) 



Real-time Implementation

Sigmoid Score

0.95

‘0.21

0.01
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Roadblocks
Dataset shift

Models that work well on curated test-sets don’t always translate
to prospective 24/7 streaming inference

Pipeline for streaming inference was not trivial
Have had students do whole masters / PhD projects on this

Labour-intensive prospective validation / silent-trial

Pandemic-related closure of the unit



Driving Factors
Amazing, multidisciplinary team

Clinicians, engineers, ML

Solving a low-hanging fruit problem
Easily interpretable, strong buy-in from stakeholders
Automating an existing documentation task vs reinventing
medicine

Adequate infrastructure to build and host ML models
Infrastructure has been iterated upon for years

Institution-level buy-in that allow retention of talent



Relevant Reading:
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